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Summary
Background: The US FDA has been collecting information on medical devices involved in significant adverse advents since 1984. These reports have been used by researchers to advise clinicians on potential risks and complications of using these devices.
Objective: Research adverse events related to the use of Clinical Information Systems (CIS) as reported in FDA databases.
Methods: Three large, national, adverse event medical device databases were examined for reports pertaining to CIS.
Results: One hundred and twenty unique reports (from over 1.4 million reports) were found, representing 32 manufacturers. The manifestations of these adverse events included: missing or incorrect data, data displayed for the wrong patient, chaos during system downtime and system unavailable for use. Analysis of these reports illustrated events associated with system design, implementation, use, and support.
Conclusion: The identified causes can be used by manufacturers to improve their products and by clinical facilities and providers to adjust their workflow and implementation processes appropriately. The small number of reports found indicates a need to raise awareness regarding publicly available tools for documenting problems with CIS and for additional reporting and dialog between manufacturers, organizations, and users.
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1. Background

A popular anti-virus program update led to cancelled surgeries [1]. Routine maintenance on the Australian Medicare patient verification system caused an estimated 1,300-1,800 pathology report results to be assigned to the wrong family member [2]. A drug formulary update altered the default and alternate dosage amounts for certain medications [3].

These are just a few examples of the risks and consequences of updating Clinical Information Systems (CISs) reported recently in the mainstream press.

Much discussion has ensued over who bears responsibility for these types of adverse events involving clinical information systems, which can have catastrophic consequences, and what level of reporting and oversight is appropriate [4-6]. Koppel and Sittig, in separate articles, have called for increased reporting of near misses and errors to increase patient safety, as well as review of the ongoing permissibility of “Hold Harmless” clauses included in many vendor licensing agreements (4, 5). In a recent position paper, the American Medical Informatics Association (AMIA) issued a similar statement labeling “Hold Harmless” clauses “unethical” under circumstances where software defects or errors are integral to the adverse event [7].

The call for increased vendor accountability and centralized reporting is not unique to clinical information systems. The Brennan Center for Justice, a non-partisan institute focused on democratic and judicial topics, recently released a report calling for the creation of a federal clearinghouse and oversight agency for voting machine failures [8]. This situation has many similarities to CISs: high cost of entry; relatively new technology; strong vendor control; new certification organization; minimal required reporting. The Brennan Center has called for the creation of a centralized, publicly available database with mandatory reporting as well as the empowerment of a federal agency to investigate and to enforce correction of alleged issues. The Center expects these recommendations to result in higher quality systems and increased public confidence.

There are three sources of information regarding adverse events related to CISs. These include U.S. Food and Drug Administration (FDA) device databases, academic research on CISs and anecdotal reports in both the mainstream and academic press.

Foremost are the FDA databases. Since 1984, the FDA has collected voluntary reports of significant adverse events associated with medical devices. The core FDA requirement pertaining to manufacturers requires reporting within 30 days of awareness of a problem with a device. Key criteria for inclusion are devices that “(1) May have caused or contributed to a death or serious injury; or (2) Has malfunctioned and this device or a similar device that you market would be likely to cause or contribute to a death or serious injury, if the malfunction were to recur.” Reports must be submitted to the FDA either through a paper report or electronically with prior approval [9]. The FDA currently considers clinical information systems to be medical devices, but to date they have refrained from enforcing their regulatory requirements [10].

The data sources for the aforementioned research and for the current study are three databases supported by the FDA: Medical Device Reporting (MDR) [11], Manufacturer and User Facility Device Experience (MAUDE) [3] and Medical Product Safety Network (MedSun) [12, 13]. All three systems provide mechanisms for submitting and reporting adverse events resulting from the use of medical devices. All have on-line search capabilities, and all de-identify the reporting source. Event descriptions in the systems ranged from 60-4,000 characters in length. Basic metadata, such as the date the report was received by the FDA, is associated with each report.


The third database, MedSun, is leveraged by an organization focused on medical device safety. The approximately 350 member organizations, including hospitals, nursing homes and other healthcare organizations receive training and regular communications regarding medical device safety [13].
The second source of information is the academic research on effects, both intentional and unintentional, of CIS deployment [14, 15], rights of users and consumers [16], and on deployment lessons learned [17].

Finally, there are reports of adverse events associated with CIS deployment. A well-known example is that of Children’s Hospital of Pittsburgh, where the rollout of a Computerized Provider Order Entry system (CPOE) resulted in a significant increase in patient mortality [18]. In this particular case, the findings from the study have been largely attributed to the roll-out of the CPOE and the impact on hospital workflow, as a second hospital deploying the same software a year later saw no significant change in mortality [18, 19]. However, these publications further highlight the potentially severe side effects that can result from CIS implementation, independent of system malfunctions.

These in-depth studies of CIS usage have focused on a small number of sites or a particular hospital network. This study, instead, looks across the board at adverse events reported from both manufacturers and user facilities around the world.

A related area of development is the use of automated systems in feeding Spontaneous Reporting Systems (SRs) for adverse drug events (ADEs). The ADE Spontaneous Triggered Event Reporting (ASTER) system was implemented to automatically submit ADE reports to the FDA with minimal additional physician involvement. This pilot was successful in that 217 reports were submitted during a five month period from 26 physicians who frequently discontinued medications (on average 1422/year) due to ADEs but had not submitted any reports in the previous year. This type of semi-automated reporting can increase medical knowledge and physician involvement in ADE reporting (20). This input was welcomed and well received by the FDA, which provided advice during system design (21).

2. Objectives

This paper examines historical FDA data in order to categorize reports and to gain understanding of the documented issues.

3. Methods

Based on the current national focus on Meaningful Use in Electronic Health Records, we focused solely on reports on general clinical information systems, excluding isolated, clinical domains such as Blood Bank systems or Picture Archiving and Communication Systems (PACS). The clinical information systems we studied included: Laboratory Information Systems, Perioperative Systems, and electronic health records (EHRs). It was challenging to identify these systems, because, unlike PACS and Blood Bank, there are no product codes in the FDA databases for these types of systems. Another problem was deciding where to draw the line – is a charting system or image viewer considered a clinical information system? We decided to assemble a list of manufacturers and product names from the Certification Commission for Health Information Technology (CCHIT) list [22] and the list of vendors evaluated by KLAS, a third party reviewer of healthcare systems [23] and use these vendors as our starting point and basic inclusion criteria.

Unique lists of manufacturer names were extracted from downloads of the MAUDE and MDR databases. These lists were manually searched for logical variations of the vendor names (e.g. “MEDITECH” and “MEDI-TECH” and “CERNER” and “CERNER CORP.”). These vendor names were used to find the corresponding generic product names (e.g. “INFORMATION”, “S/W” and “SOFTWARE”) and product codes. The databases were then searched for these terms, using wildcards to permit as many matches as possible and the lists scrutinized for relevant reports. The focus of this study was CIS systems, so other types of systems, such as Blood Bank software, patient monitoring and treatment planning systems were excluded. Furthermore, the list of reports is limited to commercial products. We recognize that many hospitals and physician practices utilize homegrown Clinical Information Systems. However, the FDA databases only include reports on commercial systems, as in-house systems developed solely for internal use are exempt from the reporting re-
quirement [10]. Consequently, reports on in-house systems are not included in this analysis. The MedSun database does not support downloads, so all of the search terms (including common misspellings) were entered into the search engine manually.

Once a set of records was found, the generic product description terms for these records were used to conduct additional searches in all of the databases. This process was iterative, and “finds” in one database were used as search terms in the other databases. In addition, in the MAUDE database, the device type for discovered reports was used as a search term. This iterative process was repeated until no new terms or records were discovered. Next, the reports were abstracted and maintained off-line.

Twenty-eight duplicate reports were eliminated, including multiple reports from the same user facility to a particular vendor and multiple reports on the same issue from different user facilities. In one case there were ten (total) reports of a single error. Another case had five reports. All of the other reports were duplicates with only a single additional report. Virtually identical text was considered evidence of duplicate entries. In addition, the date the report was received by the FDA, date of event (when reported) and problem description, including manufacturer comments, were all used to identify and eliminate duplicate reports.

If another occurrence of an error was found at a later time, the second report was attributed to user error if the vendor had issued a patch and notified users. Similarly, the report was tagged as a support issue when the vendor failed to carry the fix forward to future releases.

One of the authors (RBM) initially evaluated all candidate reports and assigned cause categories. We used a grounded theory approach to establish the categories of errors contained in the three databases rather than any of the existing error classification systems since we were striving to understand people’s perceptions, intentions and actions in reporting these errors regardless of their source, the time, or place from which they originated. Furthermore, the inconsistent reporting of available data did not allow for a consistent application of any formal error classification system. The classifications and categories were then reviewed, discussed, and revised by all of the authors until full agreement was reached. The final set of categories is described in Table 1.

4. Results

A total of 120 unique reports were discovered. These reports identified 32 different manufacturers over a period of 18 years. Three vendors were identified in over half of all reported events. Seventy-four percent of the reports were filed by healthcare professionals. The break down of the report sources is show in Table 2. Note that more than one category could be indicated on the report and half of the records did not contain a reporting source, so the total does not match the number of records. The inferred causes, report counts and representative examples are tabulated in Table 3.

The manifestations of these adverse events included: missing or incorrect data, data displayed for the wrong patient, chaos during system downtime and hung systems (system unavailable for use). In addition, while many reports note that the problem was detected before harm could be done; adverse patient outcomes were reported including delays in diagnosis or treatments, unnecessary or emergency procedures and/or treatments, incorrect medication administration, patient injury or disability, and death. Given the brevity of the reports it is difficult to classify the severity of each problem. Approximately 80% of the records provided classification as to whether or not there was an associated adverse event and the type of outcome (disability, death, etc.).

5. Discussion

5.1 Volume of Records

In the past few years, the number of reports attributed to CISs, including Electronic Health Records (EHRs) and Computerized Provider Order Entry (CPOE) has grown. If the number of reports
recorded to date in 2010 continues at its current rate, the annual rate will be 2/3 higher than 2009, as shown in Figure 1.

The volume of reports is low, but so is current market penetration of Clinical Information Systems. According to a 2008 survey, fewer than 2% of U.S. hospitals had a comprehensive EHR system, and only 8-12% had a basic system in one or more departments [24]. EHRs have been touted as part of the solution for improving the quality of medical care as well as having the potential to reduce costs in the long term. Additionally, with the financial incentives for providers and hospital systems to adopt an EHR and financial penalties for failure to adopt an EHR and use it in a “meaningful” way [25] we can expect these numbers to increase. There is already evidence to support the hypothesis that EHR adoption in the US is increasing [26]. A reasonable consequence of increased deployment is a corresponding increase of these systems’ involvement in adverse patient events, regardless of the entity mainly responsible for the adverse event.

In his testimony to the Health Information Technology (HIT) Policy Committee Adoption/Certification Workgroup on February 25, 2010, Jeffrey Shuren, Director of the FDA’s Center for Devices and Radiological Health reported that over the past 10 years 260 voluntary reports have been filed with the FDA [27]. Shuren’s count included reports from Blood Bank and Radiology Systems, which were excluded from this study. We identified and excluded 164 Blood Bank reports and over 200 other reports that were classified the same as our reports but did not meet our inclusion criteria of being on the list of certified and recommended vendors and being a general CIS. Our results align well with those reported by Shuren, with key categories of concern being errors of commission, which include wrong patient errors; omission, including loss of patient data; analysis or calculation errors, and incompatibility or interface errors. We categorized these problems as Functionality, Calculation, Incorrect Content and Integration. These types of errors comprised over half of the errors we saw.

5.2 Key Lessons Identified

A number of lessons can be inferred from these results. First, that very few reports are being filed. Second, that there are known dangerous areas in the design, implementation, use, and support of CISs, and finally, that there is clearly a need for three way communication between manufacturers, organizations, and users.

The number of unique reports found was very small – a mere 120 from the over 1.4 million reports in the combined databases. Based on our considerable experience with CISs, it is safe to say that people are not reporting all adverse events related to CISs. Causes for the low number of reports likely include the current low market penetration of CISs and the lack of knowledge on the part of users of what type of incidents should be reported (6). In addition, the difficulty of assigning responsibility for an adverse event in a complex, integrated environment can be a contributing factor. The aforementioned “Hold Harmless” clause in many vendor end user licensing agreements documents may also be a deterrent to reporting. Additionally, perhaps a general lack of awareness of the availability and anonymity of the FDA reporting system among end users contributes to the low numbers of reports as well. Lastly, reporting of errors and adverse events involving CIS and EHR’s is voluntary and as discussed above, there are substantial barriers to knowing when and where to report an event.

The number of manufacturers represented in the list of reports is even smaller, a mere 32. It is implausible that no other vendors have ever had a software “bug” that resulted in an adverse event in a clinical setting over the past 18 years. Furthermore, over half of all reported events were associated with only 3 vendors. In addition to the reasons listed above regarding difficulties in reporting, it may be that these three vendors have a much larger market share, that these products have a large number of issues, or that these manufacturers have both a) submitted many of the events they have identified themselves, and b) encouraged, or at least not discouraged, their clients to submit reports.

There is limited awareness of these databases. Even when known, it requires significant effort on the part of an individual to submit a report. When there is no requirement or expectation of value for the reporter (i.e. “what’s in it for me?”), the likelihood of a report being submitted is low. In addition, it is extremely difficult to extract reports from these databases; therefore the value of sub-
mitting a report is further diminished since access to the data is virtually non-existent. A potential solution to this problem might be to add a “File Report with FDA” feature to all certified CIS systems to help facilitate the reporting process akin to that piloted by ASTER for adverse drug events [28]. This enhancement would link users directly to the FDA web site. Such a function could auto-populate many of the necessary fields (e.g. date, vendor ID, system type, screen print, etc.) leaving only the details of the problem for the user to fill-in thus further reducing the reporting burden for end users. Copies of these reports could also be sent to vendors to facilitate their ability to improve their own software quality assurance processes.

Finally, there are no clear-cut guidelines on what types, or severity of events, should be reported. Should user errors be included? Are there threshold events akin to the Joint Commission “Never Events” that can be identified for Clinical Information Systems [29]? These could include unplanned system downtime over a predefined number of hours or situations where a patient is harmed and a computer is involved in some manner, such as when a patient is given a wrong medication or dose, or medications or treatments are administered at the wrong time [6]. Many of the reports from the FDA databases specifically stated that the error was detected before harm could be done. Should these “near misses” continue to be reported, as with the Federal Aviation Authority that requires reporting of all accidents and near misses [30]?

Another lesson learned from this analysis is that there are key events that are frequently associated with these CIS-related problems. These areas must be addressed collaboratively with manufacturers, organizations, and users. While it is difficult to address user interface issues overall, particular attention must be paid to system upgrades and data integration points, for example, when new hardware, software or clinical content is added to an existing system. More transparent systems should be designed to allow the user to more easily detect the results of these errors such as wrong patient errors and missing data.

It is important to note that adverse events are not solely due to system malfunctions. A few reports described chaotic environments when systems were unavailable. These reports illustrate the need for
1. trained clinical staff,
2. appropriate sanity checks and testing before implementing new applications or versions in the production environment,
3. checks and balances in clinical workflow,
4. increased software testing during the development processes,
5. appropriate system backup plans, and
6. safe and effective downtime procedures in the event of system failure [14].

These reported events likely greatly underestimate the incidence of all adverse events attributable to CISs. The small sample size, the voluntary nature of the reporting system, the relative lack of vendor self-reporting and the barriers to reporting discussed above all contribute to the biased nature of the available data. Further sources of bias include: the possibility that some vendors may selectively report events based on errors that could easily be fixed or had no negative impact on patient outcomes and the restricted list of vendors used as a starting point. Finally, the data sources used are among the only publically available longitudinal collections of data for researchers to analyze.

### 5.3 Recommendations to Improve the System

#### 5.3.1 Clinical Information System Vendors

Clearly, there is a need for three-way communication between manufacturers, healthcare organizations, and users. Vendors must:
1. Listen and solicit input from users;
2. Track and escalate identified errors in a manner visible to their customers and potential customers [7];
3. Act on the submitted reports and
4. Target communication to all their clients regarding a particularly problematic feature or function in a way that reduces overall noise (i.e., separate from routine system enhancement notes).
5. Provide a prepopulated Adverse Event form in a format acceptable to the FDA system(s), similar to the one produced by ASTER for Adverse Drug Events [20].

5.3.2 Healthcare Organizations and Users
Similarly, users and their organizations must
1. Be encouraged to report errors to their local EHR oversight committee [31] or if none exists to one of the FDA data bases;
2. Request enhancements and fixes from their vendors;
3. Be aware of vendor reports regarding their products; and
4. Stay up to date on system patches and updates.

5.3.3 U.S. Food and Drug Administration
Greater value for evaluating and reviewing Clinical Information Systems could be achieved by providing more consistency in data reporting. Recently, the Agency for Healthcare Research and Quality (AHRQ) released version 1.1 (beta) of their “Common Format – Device or Medical/Surgical Supply” in an attempt to provide this consistency [32]. In addition, the iHealth Alliance which is “comprised of industry leaders from medical societies, liability carriers, patient advocacy groups and others dedicated to protecting the interest of patients and providers” has created a website (www.ehrevent.org) to provide a safe and secure means of reporting EHR-related safety events. Briefly, this site provides a structured list of manufacturers and a predefined list of causes submitters can use to characterize the reports. Unfortunately, to date, the data collected via this website is not available in the public domain so it cannot be analyzed or monitored.

Finally, the Institute of Medicine has recently convened a committee to study “Patient Safety and Health Information Technology” [33]. This committee has been asked to review the evidence and experience from the field on how the use of clinical information systems affects the safety of patient care. Their report is due at the end of 2011.

6. Conclusions
The FDA databases offer a centralized location for reporting on and finding information about significant adverse events related to Clinical Information Systems. However, there is a need for increased awareness of the reporting requirements and enhanced user participation.

The discovered causes provide insight into common problems encountered with CISs and should be leveraged by manufacturers to improve their products. Users and facilities should be aware of potential issues, in particular with regard to workflow impact, integration between systems and upgrades. Everyone would benefit from forming partnerships to explore and resolve these issues.

This study demonstrates the complexity of deploying and maintaining Clinical Information Systems. These systems have the potential to add significant value in healthcare delivery, but require vigilance on the part of manufacturers, healthcare information technology facilities and providers. Steps that are not expected to be complex often are. Working together, users, facilities, CIS vendors and the FDA can build safe and effective clinical information systems that improve the efficiency and quality of healthcare in the United States.

6.1 Implications of results for practitioners and consumers
In order to improve quality of care, end users must be aware of and able to report issues with Clinical Information Systems. A federally administered centralized repository with mandatory reporting could potentially increase awareness of issues and, consequently, improve system quality.
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Fig. 1 CIS adverse event records by year. 2010 total is extrapolated from current rate of reported records through March 31, 2010.)
Table 1  Identified causes in reported CIS errors

<table>
<thead>
<tr>
<th>Cause</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>Particular system feature was assumed by users, but was not present, or the system behaved in an unexpected manner. This type of error includes drug or allergy rules that were not triggered as expected or in process (versus final) notes that are available for sign out, incorrect delivery of messages within the system or updated orders not being discontinued under certain circumstances.</td>
</tr>
<tr>
<td>Incorrect calculation</td>
<td>Incorrect values derived from available data, or missing data or values assigned to the wrong patient. Includes errors in calculations such as date of delivery or incorrect drug dose calculation as well as interchanges of data between patients.</td>
</tr>
<tr>
<td>Incorrect content</td>
<td>“Rule” based logic incomplete or incorrect. Includes drug-allergy or drug-drug alerts, incorrect test reference ranges, system allowing “absurd” combinations of drugs or doses that are not possible with existing pill sizes, etc.</td>
</tr>
<tr>
<td>Insufficient detail</td>
<td>Insufficient detail was available to determine cause of the issue. These reports blamed the system for the adverse event, but did not provide specifics.</td>
</tr>
<tr>
<td>Integration</td>
<td>Pertaining to data exchange between products, which may, or may not, belong to the same vendor.</td>
</tr>
<tr>
<td>Large data volume</td>
<td>Errors that occurred when large values or numbers of items were present (often buffer overflows).</td>
</tr>
<tr>
<td>Other malfunction</td>
<td>Referencing an error other than one of those listed above. This category includes software “bugs”, such as reuse of unique identifiers.</td>
</tr>
<tr>
<td>Support</td>
<td>Statements describing issues with, or lack of, vendor support.</td>
</tr>
<tr>
<td>Transition of care</td>
<td>Errors associated with CISs that involved patients moving between levels of care.</td>
</tr>
<tr>
<td>Upgrade</td>
<td>Related to process errors or side effects from system upgrades</td>
</tr>
<tr>
<td>User behind on patches</td>
<td>Vendor response indicated that the specified problem had been fixed and a software patch released.</td>
</tr>
<tr>
<td>User interface</td>
<td>Problem due to poor display of information or difficult to use system.</td>
</tr>
</tbody>
</table>

Table 2  Reports by source

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health professional</td>
<td>47</td>
<td>39%</td>
</tr>
<tr>
<td>Company Representation</td>
<td>15</td>
<td>13%</td>
</tr>
<tr>
<td>User Facility</td>
<td>13</td>
<td>11%</td>
</tr>
<tr>
<td>Foreign</td>
<td>7</td>
<td>6%</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>2%</td>
</tr>
</tbody>
</table>
## Table 3 Reports by discovered cause

<table>
<thead>
<tr>
<th>Cause</th>
<th>Count</th>
<th>Example of reported problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>User interface</td>
<td>63 (52.5%)</td>
<td>&quot;The sound of the beep is the same whether it is a ‘correct patient’ scan or it is an incorrect patient.&quot;</td>
</tr>
<tr>
<td>Integration</td>
<td>21 (17.5%)</td>
<td>&quot;When an update is made to the frequency field on an existing prescription, the frequency schedule ID is not simultaneously updated on new orders sent to the pharmacy via [application].&quot;</td>
</tr>
<tr>
<td>Calculation</td>
<td>18 (15.0%)</td>
<td>&quot;An additive value of the metric and English converted to metric by sys.&quot;</td>
</tr>
<tr>
<td>Functionality</td>
<td>16 (13.3%)</td>
<td>&quot;The final document then displayed in the sign out option for final signature, however, the temporary document was actually signed out and available for printing as the final signed out report.&quot;</td>
</tr>
<tr>
<td>Incorrect Content</td>
<td>13 (10.8%)</td>
<td>&quot;Patient had a known allergy to Tylenol which had been entered into the system last year. We cannot show that the pharmacist entering the medication or the nurse documenting the medication got an alert to say the patient was allergic to the medication, as they should have.&quot;</td>
</tr>
<tr>
<td>Support</td>
<td>12 (10.0%)</td>
<td>&quot;This is not the first time that a safety issue with the software has been reported to the software vendor without any further communication to all end users with the warning of the issue at hand.&quot;</td>
</tr>
<tr>
<td>Upgrade</td>
<td>11 (9.2%)</td>
<td>&quot;There was an error in the procedure used to push the new program to the workstations that resulted in the demo driver being activated.&quot;</td>
</tr>
<tr>
<td>Other malfunction</td>
<td>7 (5.8%)</td>
<td>&quot;In the message center inbox, a user can make changes to a new pending message and save the changes without saving the message to a patient chart. If the user then performs the same task on a second pending message, the system replaces the entire text of the second message with the entire text of the first message.&quot;</td>
</tr>
<tr>
<td>Large data volume</td>
<td>5 (4.2%)</td>
<td>&quot;If the date range is too extensive [i.e., in the request to display results] and the volume of cases to scan is over 10,000, some reports are not printed. There is no audit trail to trace the unprinted documents.&quot;</td>
</tr>
<tr>
<td>User behind on patches</td>
<td>5 (4.2%)</td>
<td>&quot;Product was already corrected in initial report of problem under [release code]. The client validated the correction in live in 2002.&quot; [Report filed with FDA in 2006.]</td>
</tr>
<tr>
<td>Insufficient Detail</td>
<td>2 (1.7%)</td>
<td>&quot;Hospital wide breakdown of system of electric charts and electric order gadgets resulted in confusion, neglect, failed communications and delayed treatments in the days immediately following the surgery…&quot;</td>
</tr>
<tr>
<td>Transition of care</td>
<td>2 (1.7%)</td>
<td>&quot;Examples include orders to transfer patient from ICU to a non-ICU bed. Patient is moved to another bed but recipient care team does not receive communication and was not aware patient was under their charge.&quot;</td>
</tr>
</tbody>
</table>
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